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Abstract

In this work we explore the problemof generat-
ing explanationsfor configurationproblemsusing
on the constraintsatisiction (CSP)framework. In

addition,we are concernedvith deriving implica-

tions from user choicesin order to guide selec-
tion of later choices. We shav that the consis-
tengy methodsusedin connectionwith constraint
processingcanbe usedto generatanferenceghat
supportboth functions. In this work we usethe
n-queensproblem as a testbed. The systemwe

have developedis interactve and allows the user
to make selectionsandperformarc consisteng on

the current problem, as well as retractingselec-
tions,atypicalarrangemenith currentconfigura-
tor systemsAt thesametime it generategxplana-
tionsfor valuedeletionsandcurrentchoicesaswell

as implicationsin termsof the amountof future
domainreductionthat will follow certainchoices
andwhetherthesechoiceswill leadto solutionsor

non-solutions.Explanationgake the form of trees
which shaw the basisin termsof previous choices
for currentchoicesand deletions. Togethey these
methodssuggestvaysin whichtheproces®f solv-

ing combinatorialproblemscanbe mademoreper

spicuousandmoreinteractve.

1 Intr oduction

Constraint-basedechnologyhas becomea major tool for

solving configurationproblems[Sabin and Weigel, 1999.

Present-dawppplicationsallow usersto work interactiely, to

createrepresentationg the form of constraintsatisfction
problemsandto instantiateheserepresentation® obtainso-
lutions. In thesesystemsarcconsisteng algorithmsareused
to maintaina degreeof local consisteng by ruling out val-

uesthatarenot supportedy the choicesheuserhasalready
made.

In aninteractive procesdik e this, comprehensibilityof the
problemsolving processhecomesan increasinglyimportant
issue.ln particular theprocessnaybefacilitatedif userscan
getexplanationsfor results,e.g. “the frammusmustbe blue
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becausaed will clashwith the gingus”. This is especially
trueif theresultis: “your problemis unsohable”; userswant
to know why, andideally to getadviceasto how to modify
theproblemto make it solvable.

Anotherfacetof comprehensibilitywhenusersareincre-
mentally making choicesasthey definea problemor try to
solveit interactiely, is knowing theimplicationsof a choice,
e.g. “if you make the frammusred, thenyou cant have a
red gingus”. Whenthe problemis unsohable the userwill
wantto changethe problemandview theimplicationsof the
changes.

Currentapplicationsprovide somefacilities to meetthese
requirements. Specifically they allow usersto attachver-
bal “explanationsto specificconstraintsWhenoneof these
constraintss violated,this explanationis shavn to give some
indicationof the basisfor the conflict. Obviously, such‘re-
minders’arelimited in the informationthey corvey andthe
situationghey canhandle andthey do notdealatall with the
questionof implicationsof userchoices.Moreover, they are
entirelyextraneoudo theactualprocessof problemsolving.

Explanationgor constraint-baseslystemavould appeato
be intrinsically difficult becausesuchsystemgyenerallyrely
on combinatorialsearch. An obvious responsdo the need
for explanationor implicationinformation- tracingthe solu-
tion process doesnot work well for search. However, the
consistenyg processinghatdistinguisheghe Al approactto
constrainsolvingandis alreadyusedin commerciakconfigu-
rationsystemss aninferenceprocessin thiscasejnferences
leadto domainrestrictions,andin the extremecasewhena
domainis reducedo oneor zeroelementstheinferencepro-
cesslimits usto assigninga specificvalue or shavs us that
thepreviousassignmentproduceanon-solution.Thismeans
that solutionsearchcan provide at leastpartial explanations
for why an assignmentvas madeor why a solutionis not
possibleunderthe circumstances.

Thepresentvork builds uponthisinsight,andis concerned
with automatingthe processof providing information about
explanationandimplication. With respecto the first part of
the problem, providing explanations,our goalis to help the
userunderstandhefollowing situations:

¢ why did we getthis asa solution?
¢ why did this choiceof labelsleadto a conflict?
e why wasthis valuechoserfor this variableduring pro-



cessing?
e why wasthis domainrestricted?

Knowing aboutimplicationsof currentchoiceswill help
the user make intelligent choices during the subsequent
courseof problemsolving. For implicationsour goal is to
provide the userwith informationaboutthe following:

e is therea basisfor choosingamongvaluesin a future
domain?

o specifically whateffectwill differentselectionhave on
the numberof valuesremainingin otherdomains?

¢ aretherevalueswhosechoicewill leadto conflict, even
thoughthey areconsistentvith the presendomains?

In short,we wantto be ableto offer suggestionabouthow
bestto proceedespeciallyif a conflicthasbeenencountered.

Whenwe considethow to generateexplanationswe face
two importantissues:What shouldsene asan explanation?
andHow canwe producebetterexplanations?Thelatterpre-
sumeghatwe canmeasurehe“goodness’of anexplanation.
Thereare clearly mary possibleanswerso thesequestions.
One approach that follows naturally from our methods,is
to measurggoodnessn termsof explanationsize,assuming
that, otherthingsbeingequal,smalleris better

In the next sectionwe describethe basicfeaturesof the
demo. In Section3 we introducethe notion of an “expla-
nationtree” to asa framework for automaticallygenerating
explanationsin a dynamic ervironment. In Section4 we
demonstratdiow constraint-basethferencemethodscanbe
usedprospectiely to determinamplicationsof userchoices.
In Section5 we discusgroblemsassociatedvith interactive
use,namely retractingchoicesandconflict handling,thatre-
quire undoingchoices.Section6 reviews relatedwork. Sec-
tion 7 givesconclusionanddiscussesomeextensionf this
work.

2 Testbed

In this paperwe illustrate the generationand use of expla-
nationsandimplicationswith the n-queengproblem. In this
problem,n queensmustbe placedon ann by n chessboard
in sucha way thatno queencanattackanother (Recallthat
aqueencanmove in a straightline horizontally, vertically or
diagonallyontheboard.) Figure1 shovs an exampleof this
problemwhenn = 9. In this case,if, for example,a queen
is placedin the secondcell (countingfrom theleft) of row 1,
asshaown in this figure, a secondqueencannotbe placedin
the samerow, nor canit be placedin column2, nor canit be
placedin cells1 or 3 of row 2, cell 4 of row 3, etc. This prob-
lem differsfrom the logic puzzlesthatwe usedearlierin this
connection Freuderet al., 2004 in thatthe problemcannot
be solvedthroughinferencealone.

The n-queengroblemcanbe representedsa constraint
satishctionproblemwhich consistof a setof variablessets
of values,wherea memberof eachsetmustbe assignedo
a specificvariable,anda setof constraintswhereeachcon-
straintis a relationon a Cartesiarsetof domainsthatis as-
sociatedwith somesubsetof the variables. Here, we repre-
sentthe queengproblemin the conventionalmanney where

therows arevariablesandthe domainof eachvariableis the

setof cellsin thatrow. Constraintshold betweenpairs of

rows and are basedon the rules of attackdescribedabove.

For example,the constraintbetweenrows 1 and 2 includes
cell 1 of row 1 andcell 3 of row 2, which canbe denoted
as((1,1),(2,3)) but not cell 1 of row 1 andcell 2 of row 2.

Becausehe constraintsare all binary, the entire network of

constraintforms a constraintgraph,wherethe variablesare
the nodesand eachconstraintis representeés an edgebe-

tweentwo variables. For the queengproblemthe constraint
graphis complete.In theseterms,the problembecomesne
of choosinga cell in eachrow for the placemenbf a queen,
sothatthereis no violation of ary of the constraintghatare
dueto therulesof attack.

Theinterfaceitself shovstheproblemin termsof domains
ratherthanasaconstraingraph(Figurel), whichis apopular
alternatvve for constraintsatishctionproblems.This is quite
reasonableén this case ,whereevery variableis constrained
by all the others,andit may be a generallyusefulapproach,
aswewill show later

In this work we solve the problemusingarc consisteny.
This is a simpleform of inferencein which the domainsof
eachpair of variableslinked by a constraintare madefully
consistent.This meanghatfor every valuein the domainof
oneof thesevariablesthereis at leastonevaluein the other
domainsuchthatthetwo togetherform atuplethatis amem-
ber of the constraintbetweenthesevariables. In this case
thetupleis saidto satisythis constraint. Valuesthat do not
satisfya relationin this mannerare discardedbecausehey
cannotform a partof arny solution.

As indicatedabove, arc consisteng by itself cannotsolve
the n-queensproblem. In fact, it cannotdeleteary values
atall if no assignmentfiave beenmade. Therefore at least
oneuserselection(i.e. anassignmenbf a queento acell in
onerow, which reduceghatdomainto onevalue)is required
beforeary valuescanbedeletedandacertainnumberof user
selectionsare requiredto solve the problemcompletely In
thisrespectpurtestbeds analogouso theusualconfiguratoy
whichasdescribedeforealsousesarcconsisteng asits sole
inferenceengine.

Figurel shavsthetestbednterface with apartly instanti-
atedproblem. The userclicks on a cell on then by n board
to placeaqueerthere.At ary time heor shecanperformarc
consisteng by clicking the top button on the right (labeled
“implications”). In the Figure,two queenshave beenplaced
ontheboard,in row 1, cell 2 androw 3, cell 6, (i.e. cells(1,2)
and(3,6)),andarcconsisteng hasbeenperformed.Cellsthat
represenvaluesdeletedoy arcconsisteng areshadedAt the
sametime, the remainingcells arelabeledwith numbersin-
dicatinghow mary morevalues(cells) would be deletedby
arcconsisteng if aqueenwereplaceonthatcell.

In additionto the representatiorof variables(rows) and
values(columns)in the centerpanel,otherpanelsbelonr and
to theright of this areusedto presenexplanationsandother
commentaryasdiscussedh later sectionof this paper But-
tonsin the upperright cornerof the layout are usedin the
courseof constructingand solving a problem. Beginning at
thetop, they arefor (1) performingarcconsisteng, (2) undo-
ing the last alteration,(3) startinga new problem,(4) show-
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Figure 1: n-queensinterface. Greyed-outcells have been
eliminatedby thetwo queengplacedontheboard.Whitecells
indicateremainingvalues. Countsin the latter cellsindicate
how mary morevalueswill beeliminatedif aqueeris placed
in thatcell andfull arcconsisteng performed.The meaning
of thex’s onthe greyed-outcellsis left asan exercisefor the
reader Otherfeaturesof this interfaceare discussedn the
text.

ing eliminationcounts(currentlyshavn by default, asin the
figure). Explanationdor the stateof a given cell areshovn
in the panelto the left. (This is discussedat greaterlength
in the next section.)A runningcommentaryon the progress
of searchs givenin the panelatthe bottom. (Thisis notdis-
cussedurtherin this paperalthoughexamplescanbeseenn
Figures2 and3.) Thetestbeds implementedn Jasa. Run-
ning on a Pentiumlll machine theseandall otherfunctions
describedn this paperare performedinstantaneous|yfrom
theusers point of view, onthepresen®-queengroblem.

3 Deriving Explanations

3.1 Explanations

In thecontext of searchindor a solution,theideaof explana-
tion turnsonthenotionof suficiengy. Thatis, anexplanation
is a setof elementghatis sufiicient to deduceanotherele-
mentwhoseselectionis to be explained. Theseelementsare
memberof the basicsetsfrom which a CSPis composedin
particular domainvaluesand constraints.Anotherkey con-
cepthereis selectionwe arealwaystrying to explainachoice
or selectionfrom whatwasgivenin theoriginal problem,and
we mustcomposean explanationfrom elementf the prob-
lemthatarepertinentto this selection.

By itself, this definition doesnot tell ushow this informa-
tion is to be communicatedo the user Questionf presen-
tation form anotherpart of the overall problemof compre-
hensibility, andthesearehandledfor the presentn alargely
intuitive fashion,usingwhat seemgo usto work. Thus,in

thedescriptionof thetestbedyivenabove, we have indicated
how critical actionsand outcomesare presentedo the user
via iconsthatrepresenvalueselectionsandchangesn color
thatrepresenteletions.

3.2 Explanation Trees

As alreadyindicated thisdefinitionof explanatiortiesin well
with constraint-basedeasoning. When a value is deleted
or an assignmenmadebecauseall valuesin a domainex-
ceptone have beeneliminated,thenthe basisfor theseout-
comesis given by the selectionsalreadymadein the course
of search. In fact, from the presentset of assignmentsand
deletionswve canobtainimmediateexplanationsfor suchout-
comesthat meetthe sufficiency condition describedabove.
Buttheelementsn theimmediatesxplanationmayhavetheir
own explanationgunlessthey wereeitherchoserby theuser
or givenin theoriginal problemdescription) andthis process
canbeiterated.Thismeanghatexplanationcanbeunwound
to form a network of elementsor an extendedexplanation
which in its fully extendedform, whereall its elementsare
eitherthemseles explainedor are givens,is an ultimate or
completeexplanationof the selectionin question.

Fromthisit mightappeathatwe facepotentialtractability
problemsif we allow the userto call for extendedexplana-
tionsad libitum. Fortunately thereareseveralwaysto avoid
incorporatingcyclesinto our extendedexplanations. In the
first place wheneveravalueis deletedjnformationaboutthe
(earlier)assignmenthatled to the deletioncanbe storedin
connectiorwith thedeletedvalue.Similarly, whenereravari-
ableis assigned value,we canusethis storedinformationto
derive a setof existing assignmentthatform a sufficient ba-
sisfor assigninghis new value(i.e. for deletingall the other
valuesin the domainof this variable). Obviously, sucha set
exists; otherwisethe assignmentvould not have beenmade.
Now, sincethe procesof storagdollowsthe orderof search,
andat ary time during searchthereis a currentsearchpath
thatis, of course,agyclic, thenin forming an extendedex-
planationfrom this informationwe areguaranteedot to en-
countercycles. Becausehe explanationdormedin this way
are agyclic, we call them explanationtrees Suchtreesare
alwaysrootedat the elemento be explained.

This approachhasother corvenientfeatures. In particu-
lar, sinceit follows the courseof searchit is eminentlysuited
for generatingxplanationsdynamically In fact, it is hardto
seehow this canbe accomplishedxceptby building expla-
nationsdynamicallyaswell.

Thereis alsoa minimal degreeof redundang in the stored
information,sincewhenadeletionoccursonly oneof thecur-
rent assignmentss storedin associationwith the deletion.
This appeardo be a much more satishctory strateyy than
trying to avoid redundang by specifyingexplanatorylinks
aheadof time. (And it is not clearhow sucha strateyy could
be usedto generatexplanationsdynamically)

Of course,thereis a costincurredfor updating: in par
ticular, if anassignmenis retractedby theuser(andpossibly
alteredatthesametime),informationmustbediscardedrom
thatpointin the currentsearchpath,andat leastpartly regen-
erated. The proceduresusedfor this purposein the present
testbedaredescribedn Section5 below. In practice this has
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Figure2: n-queensnterfacewith explanationfor queenin cell (9,6). Lefthandpanelshows explanationtreerestrictedto one
level, representingan ‘immediate’ explanationfor this assignment.Cellsin black are given; the restwere derived from arc
consisteng processingNoteinclusionof emptycellsin explanation;-seetext for furtherdiscussion.

provento beasefficientasprocessingfteranew assignment,
asdescribedn thelastsection.

An explanationtreefor oneassignmenin a solutionto the
gueengroblemis shaovn in Figures2 and3. Theassignment
to be explainedis the queenin cell (9,6). The immediate
explanationis shavn in the left-handpanelin Figure?2. (At
thesametime, theelementsn theimmediateexplanationare
highlightedon the board.) The userobtainsthis explanation
by right clicking on cell (9,6) on the boardlayout. The cells
listedin the explanationarethe setof elementghattogether
eliminateall thecellsin this domainexcepttheonewherethe
gueenhasbeenplaced.Notethatin this casethe setincludes
two emptycellsin additionto attackingqueensthe former,
cells(6,2)and(6,5),arethe only remainingelementsn their
domain,andneithersupportsaqueenin cells(9,2) or (9,5).

Explanationsof greyed-outcells can also be obtainedin
the samemanner;theseare restrictedto a set of cells that
rulesout thatvalue. Oftenthis is a singletoncell to which a
gueerhasbeenassignedbut asimpliedin thelastparagraph,
it canalsobe a domainof cells noneof which supportsthe
designateatell.

In Figure 3, the explanationtree has beenexpandedto
giveafully extendedexplanationfor thesamedesignatedell
[(9,6)] asin Figure2. Thisis doneby clicking on the right-
handbutton below the left panel,that says“expand”. (The
cellsin theimmediateexplanationremainhighlightedon the

board.)

Therearealternatvesto the presentapproach.If we want
explanationsfor labels,wheneachlabelis assignedve can
searchor asetof valueghatcouldeliminateall theotherval-
uesfrom this domain. With this approachwe may be ableto
find betterexplanationsaccordingto somecriterion of good-
ness.Anotheralternatve in this caseis to wait until we have
acompletesolutionandthensearcHor anexplanation.How-
ever, sincewe are interestedn having explanationsat each
stagein the searchprocessherewe storeinformationimme-
diately aftereachsignificantevent,suchasvalueloss.

Sinceour explanationgake a well-definedform in this sit-
uation, this allows us to describethem quantitatvely andto
establisteriteriafor goodnesi thisdomainbasedn simple
propertieslike numberof nodesor averagelevelsin atree.
Thesefeatureswere studiedin somedetailin previouswork
[Freuderet al., 200d. We have not yet donesimilar studies
in thepresentestbedalthoughit maybepossibleto generate
more compacttreesusingimproved heuristicsfor AC algo-
rithms, asdescribedn [WallaceandFreudey 1993.

4 Deriving Implications

Eachsuccessie valueassignmenaltersthestatusof valuesn
therestof the problemin variouswaysthatareoftennotobvi-
ous. Usingarc consisteng, we candeterminemary of these
implicationsof userchoice.In thefirst place,we canrun arc
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This puzzle is solved,

Explanation for cell (2,7): [Queen(1,13, Quesn(2,3), Emptyis,2), Empty( 5),
Queen(d &), Queents 4]

Explanation for cell (9,8): [Queeni1,1}, Empty(,2), Empty(6,5), Queen(2,3),
Queen(s g), Queen(3,7)]

Figure 3: n-queensnterfacewith explanationfor queenin
cell (9,6). Lefthandpanelshaows the extendedexplanation
tree,representingcompleteexplanationfor thisassignment.
In theleft-handpanel,assignmentthatwerederived,andfor
whichtheexplanationcanbe extended areindicatedby gray
boxes.

consisteng with eachfuture value selectedfor assignment
to determinethe reductionin domainsthatwill ensue.In the
courseof doingthis, we cansometimesleterminghatagiven
valueif selectedwill leadto a solutionin the next round of
arc consisteng or, corversely thatit will leadto failure in
theform of asituationin which all thevaluesin somedomain
have beendeleted.

Thesecapacitiesareillustratedin Figurel above. There,
eachemptycell is labeledwith a countof thenumberof cells
that will be deletedif a queenis placedthere,andfull arc
consisteng is then performed. In the courseof performing
arcconsisteng in associatiorwith oneof thesepresumptie
assignmentst maybefoundthatthereis no solution;in this
casethe countis givenin red. (Examplesin this figure are
cells (4,8) and (7,9).) Corversely if the problemis solved
(by deducingpositionsfor thequeensn thenow-emptyrows)
whentheprospectie problemis madearcconsistentthenthe
countis givenin green.(Examplesn thisfigurearecells(5,5)
and(7,4).)

5 Supporting Interactive Use

5.1 Dynamically Altering Explanations

Sincethe systemsawve are concernedvith operatein interac-
tive mode,we mustgenerateexplanationsand derive impli-
cationsinteractiely. As partof this, theusermustbeallowed
to retractassignmentsandthe explanationamustbe updated
accordingly This is, of course,importantfor coping with
unsohableproblemsandsituationsin which all the problem
featuresarenot availablein advance.

To achieve this form of interaction,we must be able to

undoeffectsof inferencedrom the assignmenbeing modi-
fied, sinceexplanation®f othervaluesthatincludethisvalue
arenolongervalid. In addition,we mustundoinferenceghat
affect the modifiedvalue. Supposéhatacell ¢ in row k has
beengreyed out; this meanshatthereis a queenatcell ¢’ in
row k' that canattackthatspace.Therefore,if this queenis
removed or movedto anothercell in the samerow, thenthe
inferencedasedn thatqueenjncludingthe explanationfor
cell ¢, mustbeundoneaswell.

In the presentestbedthisis doneby rerunningarcconsis-
teng/ from scratchafterachangenasheenmadeandrehuild-
ing the explanationsandimplicationsfor the new board. For
this purpose the programkeepstrack of all userinput and
thecellsaffectedby eachinput. (This canbe shovn by using
“Display input sequencein thefile menu.) If the usersteps
back,thelastinputin theinput sequencés remosedandthe
statef affectedcellsarereversedIf theusermovesaqueen
to anothemosition, the programmodifiesthe corresponding
inputin the input sequenceglearsthe board,andrerunsthe
entireinput sequencdrom the beginning. In this way it al-
ways comesup with the sameexplanationsif they are not
affectedby the change.

5.2 Using Explanation Treesto Handle Conflicts

An importantcasewheredecisionsmustbe retractedoccurs
whenthesedecisionshave led to a conflict or domainwipe-
out. For wipeout, the simplestapproachis to generatethe
sametype of explanationtree asfor necessarnassignments.
In otherwords, animmediateexplanationis a setof assign-
mentsthat senesto eliminateall the valuesfor a given do-
main.

However, for ourtestbedsve have developedanalternatve
approachthatappeargo have considerablealueasanintu-
itive way of flagginga deadendaondition. During arcconsis-
teng processingall domainsarechecledto seeif thereare
ary casesvherea queenis not supportecby ary elementin
anotherrow. Obviously, undersuchconditionsfurther pro-
cessingwill leadto wipeout. Insteadof allowing this, the
cellsthatare‘in conflict’ arehighlighted. This senesto em-
phasizethe factthat processinghasreacheda stagewherea
subsetof variableshasonly incompatiblevalues. The user
canthencheckthe explanationsfor eachof thesedomainsto
determinewhatto alter

In fact, we cango furtherin aiding the userat this point.
For eachconflictedcell, we candeterminethe setof all pos-
sible explanations(an inexpensie operation[Freuderet al.,
200Q), andthendecomposehis setinto elementscommon
to all explanationsandthosenot. Then,if anelementin the
former setis changed this will allow removal of the label
in conflict. In contrast,for the subsetof non-commorele-
ments,one elementmustbe changedn eachsubseto allow
thesameremoval. This hasnotyetbeenimplementedor the
queengestbedalthoughit wasincludedin theearliertestbed
basednthe9-puzzle[Freuderetal., 2004 .

For the n-queengproblem,conflictscaninvolve morethan
onevaluein a domain. However, this posesno problemfor
visualizationbecausehe differentvaluesin adomaincanbe
shavn togethelin anaturalway, asthesquaresn arow of the
chesdoard.



6 RelatedWork

Explanationtreesare relatedto truth maintenancesystems
(TMS’s, [Forbus and deKleer 1993), in that they provide
aform of justificationfor particularfactssuchasvariableas-
signmentsin fact,afull explanationtreefor anassignmenis
simply the trans\erseclosureof its justifications,which cor
respondglirectly to this featurein justificationtruth mainte-
nancesystemsExplanatiortreesaremorerestrictedn scope
in that they are not usedto enhancesearchby supporting
backjumpingstratgies (dependeng-directedbacktracking)
as TMS’s often are; with CSPsthis capacityis, of course,
usuallybundledwith the searchalgorithm.Of greaterimpor-
tanceis thefactthatwith explanationtrees justificationsare
directly tied to searchpaths. As aresultthey arealwaysen-
largedin a certainorder, onethatguarantees treestructure.
In addition, this provides us with the opportunityto ‘man-
age'theexplanationby choosingmoreefficientsearchorders
or by choosingamongpossibleexplanationsat eachstepif
therearemorethanone.

Recently[Bowen, 1997 hasdiscussedhe generationof
explanatoryglossesby a constraint-basedystem,Galileo4,
that supportsconcurrentengineeringfor solving configura-
tion problems.This systemallows the userto addconstraints
or variablesto a problemincrementally Domainscanbe an-
notatedwith explanationsin the form of relevantconstraints
thathave beenaddedo the problemandthathave resultedn
domainrestrictions. Explanationsn the form of verbalde-
scriptionsof constraintsarealsogivenon requestwhenvari-
ableshave beenaddedo theproblemby thesystem.Thiscan
occurin responséo the invocationof conditionsin the form
of constraintghat may not be apparento the user Finally,
explanationscanbe minimized by remaving redundantjess
restrictive constraintsIn onerespectthis is a generalization
of the presentwork in thatthe ‘element’ being explainedis
thecurrentsetof viabledomainvalues.(Someneedof thisin
the presentcontext is indicatedby the useof emptycellsin
ourimmediateexplanations.)Anotherimportantdifferencas
oneof focus,or presentationour focusis on assignmentss
explanatoryelementswhich leadsnaturallyto iteratedinfer-
encesn theform of explanationtrees.As aresult,our system
captureghe historicalaspectof explanationg(how did | get
here?)in a perspicuougashion. In Galileo4thefocusis on
constraintsthisis importantwhenthe constraintarehetero-
geneousn character

A differentapproachio comprehensibilityn the context of
configurationproblemshasbeentaken by [Felfernig et al.,
200d. Theseauthorsusea versionof model-basediagnosis
to aid theuserin discoveringerrorsin aconfigurationknowl-
edgebaseor errorsin the userspecificationfor a problem.
In theformercasethe knowledgebaseis shaovn to beincon-
sistentwith positive problem-casesn the latter the specifi-
cationsareshaowvn to beinconsistenwith a valid knowledge
base.lt is unclearwhetherthe systemprototypesupportshe
incrementaldynamicfeaturesof our systemalthoughit may
be possibleto extendit in this fashion. Like Galileo4 this
systenreportsconflictsasexplanationsvithoutgoingfurther
into thebasisfor theseconflicts. (SinceGalileodis incremen-
talin naturethisin itself providessomefocusfor determining

this.)

Thepresentvork is alsorelatedto the problemof “analytic
dehugging”[Meier, 1995, whichis designedo answemues-
tionssimilar to thoseposedn the Introductionin the context
of programevaluation.However, the systemdescribedn that
paperdoesnot formulate explanations,but insteadpresents
informationpertinentio thecurrentstateof searchn thespirit
of delhuggingsystems.

In summary this work togetherwith ours indicatesthat
thereare importantquestionsregarding extensionsto other
ervironmentsfor all thesesystems.In the futureit will also
be helpful to understandow the numeroudeaturesembod-
ied in thesedifferentapproachesrerelatedto overall com-
prehensibilityof the solution-findingprocess.

7 Conclusionsand Prospects

Our work to datehasshavn how explanationscan be built
automaticallyfor a comple inferentialprocessandhow im-
plicationscanbe derivedbasedon the sameforms of consis-
teng processingExplanationgake theform of treesthatare
createdduringthe courseof problemsolvingandcanthenbe
usedasa commentaryfor eachstepof the process.Implica-
tions canalsobe derived on the basisof simple consisteng
processing.

Somefurtherdirectionshave alreadybeenindicatedin the
discussionn theprevioussection.Currently we aredevelop-
ing a systemandinterfaceusingideasdevelopedin connec-
tion with then-queengproblemthatcanbe appliedto typical
configurationproblemssuchas assemblinga computersys-
tem. A sampleconfigurationproblemin this form is shovn
in Figure4. (This problemis derivedfrom the samplegiven
in [Calico,200d.)

This prototypesystemusesthe samematrix approachfor
representinghe problem,wherethe valuesin eachdomain
are shovn as squareson a board. Sincedomainsizesare
unequal,the total numberof squaresin a row mustequal
thelargestdomainsize;if the squaresare‘unused’,they are
shavn in gray. Whenthe userplacesthe cursoron arow, the
attributeor valuenamesareshawn in apanelto theright near
thetop of the display Valuesthatarecurrentlyavailableare
shavn in white with thoseselectedy the usermarked with
checkmarks;deletedvaluesaredarkened.

Unlikethe queengestbedthis systenmustbeableto han-
dle n-ary aswell asbinary constraints.We areworking on
waysto handlethesein an efficient manney while retaining
thecomprehensibilityof the queengestbed.
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